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#### Abstract

Higher-order recursion schemes (HORS), which are higher-order grammars for generating infinite trees, have recently been studied extensively in the context of model checking and its applications to higher-order program verification. We develop a pumping lemma for HORS by using a novel but simple intersection type system for reasoning about reductions of $\lambda$ terms. Our proof is arguably much simpler than the proof of Kartzow and Parys' pumping lemma for collapsible pushdown automata. As an application, we give an alternative proof of Kartzow and Parys' result about the strictness of the hierarchy of trees generated by HORS.


## I. Introduction

Higher-order grammars, where non-terminal symbols can take higher-order functions as parameters, were actively studied during 70-80's [1], [2], [3], and interest has recently been revived in the context of model checking [4], [5]. Model checking the tree structures generated by higher-order grammars (known as higher-order recursion schemes (HORS) [4], [5] in this context) is a natural generalization of finite-state and pushdown model checking, and has recently been applied to automated verification of higher-order programs [6], [7], [8].

In the present paper, we are interested in developing a pumping lemma for HORS. Pumping lemmas [9], [10] state properties about certain "repeated" structures of words or trees generated by a grammar, and constitute a fundamental tool for the study of formal languages; for example, pumping lemmas are used for showing that a certain language does not belong to a certain class of languages. Pumping lemmas may also be useful for the optimization of model checking algorithms for HORS [6], [11], [12], by detecting repeated structures and avoiding redundant inspection of them.
Pumping lemmas for regular or context-free languages are well-known, and can be easily understood. If there is a sufficiently long derivation sequence $S \longrightarrow{ }^{*} z$ of a word $z$ then it must contain repeated occurrences of a non-terminal symbol, like: $S \longrightarrow^{*} u A y \longrightarrow^{*} u v A w y \longrightarrow^{*} u v x w y=$ $z$; thus, $u v^{n} x w^{n} y$ can be generated for any $n(\geq 0)$, by $S \longrightarrow \longrightarrow^{*} u A y \longrightarrow^{*} u v A w y \longrightarrow^{*} \cdots \longrightarrow^{*} u v^{n} A w^{n} y \longrightarrow{ }^{*}$ $u v^{n} x w^{n} y$. For indexed languages (which correspond to order2 grammars), however, the proof of Hayashi's pumping lemma is quite involved [10]. For grammars of order-3 or more, pumping lemmas have not been studied until recently to our knowledge. Recently, Kartzow and Parys [13] obtained a pumping lemma for collapsible (higher-order) pushdown automata (CPDA), which are equivalent to HORS as tree generators, and used it to show that the hierarchy of trees generated by HORS is strict: there is a tree that can be generated by an order- $(n+1)$ HORS but cannot be generated by any order- $n$ HORS. Their proof is, however, long and hard
to understand at least for non-experts on CPDA. When viewed as a pumping lemma for HORS, it is also disappointing that one has to make a detour to CPDA; although CPDA and HORS are known to be equivalent (as tree generators), translations between them are rather complex [14], [15]. This is a sharp contrast with the situation for regular and context-free languages, for which pumping lemmas are obtained directly by reasoning about grammars, rather than pushdown automata.

Motivated by the observation above, we develop a pumping lemma for HORS by direct reasoning about grammars, without a detour to CPDA. It turned out that such a pumping lemma can be easily obtained by combining a novel but rather simple intersection type system with standard properties of the $\lambda$-calculus. The overall proof of the pumping lemma is (arguably) simpler than that of Kartzow and Parys' pumping lemma for CPDA. The obtained pumping lemma is actually not as strong as those for context-free and indexed languages [10], but it is strong enough to reprove Kartzow and Parys's result that the hierarchy of the classes of trees generated HORS is strict.

Section II reviews HORS, states our pumping lemma, and applies it to show the strictness of the hierarchy of the trees generated by HORS. Section III studies properties of the $\lambda$-calculus, and develops a new intersection type system for reasoning about reductions of $\lambda$-terms. By using those techniques, Section IV proves the pumping lemma. Section V discusses related work and Section VI concludes the paper.

## II. HORS and Pumping Lemma

## A. HORS

A higher-order recursion scheme (HORS) is essentially a term of the simply-typed $\lambda$-calculus with recursion and tree constructors for generating a (possibly infinite) tree. We assume a ranked alphabet $\Sigma$, which maps a finite set of symbols (ranged over by $a$ ) to their arities. An element of $\Sigma$ of arity $n$ is used as an $n$-ary tree constructor below. For the sake of simplicity, we assume that there is exactly one symbol of arity 0 , and write e for it. ${ }^{1}$

The sets of $\lambda$-terms and sorts $^{2}$ are given by:

$$
\begin{aligned}
t(\lambda \text {-terms }) & ::=a|x| t_{0} t_{1} \mid \lambda x: \kappa . t \\
\kappa \text { (sorts) } & ::=\mathrm{o} \mid \kappa_{1} \rightarrow \kappa_{2} .
\end{aligned}
$$

We write $\mathbf{F V}(t)$ for the set of free variables in $t$. As usual, we identify $\lambda$-terms up to $\alpha$-conversion. We call a term $t_{0}$ the

[^0]head of a term $t$ if $t$ is of the form $t_{0} t_{1} \cdots t_{m}$ and $t_{0}$ is not an application (of the form $t_{00} t_{01}$ ). The sort o describes trees, and the sort $\kappa_{1} \rightarrow \kappa_{2}$ describes functions from $\kappa_{1}$ to $\kappa_{2}$. The order of sort $\kappa$, written ord $(\kappa)$, is defined by
$$
\operatorname{ord}(o)=0 \quad \operatorname{ord}\left(\kappa_{1} \rightarrow \kappa_{2}\right)=\max \left(\operatorname{ord}\left(\kappa_{1}\right)+1, \operatorname{ord}\left(\kappa_{2}\right)\right)
$$

We often omit sorts and just write $\lambda x . t$ for $\lambda x: \kappa . t$, but please keep in mind that every variable is implicitly sorted.

We use the following simple type system to assign a sort to a term.

$$
\begin{gathered}
\frac{\Sigma(a)=n}{\mathcal{K} \vdash_{\Sigma} a: \underbrace{0 \rightarrow \cdots \rightarrow 0}_{n} \rightarrow 0} \quad \overline{\mathcal{K}, x: \kappa \vdash_{\Sigma} x: \kappa} \\
\mathcal{K} \vdash_{\Sigma} t_{0}: \kappa_{1} \rightarrow \kappa \\
\frac{\mathcal{K} \vdash_{\Sigma} t_{1}: \kappa_{1}}{\mathcal{K} \vdash_{\Sigma} t_{0} t_{1}: \kappa} \quad \frac{\mathcal{K}, x: \kappa_{1} \vdash_{\Sigma} t: \kappa_{2}}{\mathcal{K} \vdash_{\Sigma} \lambda x: \kappa_{1} \cdot t: \kappa_{1} \rightarrow \kappa_{2}}
\end{gathered}
$$

Here $\mathcal{K}$, called a sort assignment, maps variables to sorts.
For a term $t$ such that $\mathcal{K} \vdash_{\Sigma} t: \kappa$, the order of $t$ (with respect to $\mathcal{K}$ ), written $\operatorname{ord}_{\mathcal{K}}(t)$ (or simply ord $(t)$ ), is the largest order of sorts occurring in $\mathcal{K}$, $t$, and $\kappa$. (Here, note that the sort $\kappa$ of $t$ is determined uniquely by $\mathcal{K}$ and $t$.) We write $\operatorname{dom}(f)$ for the domain of a map $f$ below.

Definition 2.1: A higher-order recursion scheme (HORS, for short) $\mathcal{G}$ is a quadruple $(\Sigma, \mathcal{N}, \mathcal{R}, S)$, where $\Sigma$ is a ranked alphabet, $\mathcal{N}$ is a map from variables (called non-terminals) to their sorts, $\mathcal{R}$ is a map from non-terminals to $\lambda$-terms in $\beta$-normal form (where non-terminals are treated as variables), and $S(\in \operatorname{dom}(\mathcal{N}))$ is a special non-terminal called a start symbol. We require that $\mathcal{N} \vdash_{\Sigma} \mathcal{R}(F): \mathcal{N}(F)$ for each $F \in$ $\operatorname{dom}(\mathcal{N})$, and $\mathcal{N}(S)=0$. The order of HORS $\mathcal{G}$, written $\operatorname{ord}(\mathcal{G})$, is the largest order of the sorts of non-terminals, i.e., $\max (\{\operatorname{ord}(\mathcal{N}(F)) \mid F \in \operatorname{dom}(\mathcal{N})\}) .^{3}$
We often write $\Sigma_{\mathcal{G}}, \mathcal{N}_{\mathcal{G}}, \mathcal{R}_{\mathcal{G}}, S_{\mathcal{G}}$ for the four elements of HORS $\mathcal{G}$. Intuitively, a $\operatorname{HORS}(\Sigma, \mathcal{N}, \mathcal{R}, S)$ with $\mathcal{R}=$ $\left\{F_{1} \mapsto t_{1}, \ldots, F_{n} \mapsto t_{n}\right\}$ can be understood as mutually recursive function definitions $F_{1}=t_{1}, \ldots, F_{n}=t_{n}$ with $S \in\left\{F_{1}, \ldots, F_{n}\right\}$ being the "main" function.

We define a labeled transition relation $t \xrightarrow{\alpha} \mathcal{G} t^{\prime}$ for HORS (where $\alpha$ is $\epsilon$ or of the form $(a, i)$ ), following Carayol and Serre's labeled recursion schemes [15].

$$
\begin{gather*}
F s_{1} \cdots s_{n} \xrightarrow{\epsilon} \mathcal{G}_{\mathcal{G}}(F) s_{1} \cdots s_{n} \quad \text { (R-NT) }  \tag{R-NT}\\
(\lambda x . t) s_{1} \cdots s_{n} \xrightarrow{\epsilon} \mathcal{G}\left(\left[s_{1} / x\right] t\right) s_{2} \cdots s_{n} \text { (R-BETA) } \\
\frac{\Sigma(a)=n \quad 1 \leq i \leq n}{a t_{1} \cdots t_{n} \xrightarrow{(a, i)}}{ }_{\mathcal{G}} t_{i}
\end{gather*} \text { (R-CONST) } \quad \text { (R) }
$$

Here $[s / x] t$ denotes the term obtained from $t$ by replacing all the free occurrences of $x$ with $s$. We write $t \stackrel{\alpha_{1} \cdots \alpha_{n}}{\Longrightarrow} t^{\prime}$ if $t \xrightarrow{\alpha_{1}}$ $t_{1} \xrightarrow{\alpha_{2}} \cdots \xrightarrow{\alpha_{n}} t^{\prime}$ (where $\epsilon$ is treated as an empty sequence).

[^1]For example, $\mathrm{a}((\lambda x . \mathrm{be}) y) \xrightarrow{(\mathrm{a}, 1)(\mathrm{b}, 1)} \mathcal{G}$ e. We sometimes omit the subscript $\mathcal{G}$ or drop the second component of a label; so, we may write $\mathrm{a}((\lambda x . \mathrm{be}) y) \xrightarrow{(\mathrm{a}, 1)(\mathrm{b}, 1)} \mathrm{e}$ or $\mathrm{a}((\lambda x \cdot \mathrm{be}) y) \xrightarrow{\mathrm{ab}} \mathrm{e}$.

The labels of a reduction sequence correspond to a path of the tree generated by HORS [5]. A $\Sigma$-labeled (ranked) tree $T$ is a partial map from $\{1, \ldots, m\}^{*}$ (where $m$ is the largest arity of symbols in $\Sigma$ ) to $\operatorname{dom}(\Sigma)$ such that $\operatorname{dom}(T)$ is prefixclosed and $\forall \pi \in \operatorname{dom}(T) .\{i \mid \pi i \in \operatorname{dom}(T)\}=\{i \mid 1 \leq$ $i \leq \Sigma(T(\pi))\}$. We define the $(\Sigma \cup\{\perp \mapsto 0\})$-labeled tree generated by HORS, written Tree $(\mathcal{G})$, by:

$$
\begin{aligned}
& \text { Tree }(\mathcal{G})= \\
& \left\{i_{1} \cdots i_{n-1} \mapsto a_{n} \mid S_{\mathcal{G}} \stackrel{\left(a_{1}, i_{1}\right) \cdots\left(a_{n}\right.}{\Longrightarrow}{ }^{\left.n, i_{n-1}\right)\left(a_{n}, i_{n}\right)}{ }_{\mathcal{G}} t\right\} \\
& \cup\left\{i_{1} \cdots i_{n} \mapsto \mathrm{e} \mid S_{\mathcal{G}} \stackrel{\left(a_{1}, i_{1}\right) \cdots\left(a_{n}, i_{n}\right)}{\Longrightarrow}{ }_{\mathcal{G}} \mathrm{e}\right\} \\
& \cup\left\{i_{1} \cdots i_{n} \mapsto \perp \mid S_{\mathcal{G}} \stackrel{\left(a_{1}, i_{1}\right) \cdots\left(a_{n}, i_{n}\right)}{ }{ }_{\mathcal{G}} t\right. \\
& \text { but } \left.t \neq \mathrm{e} \text { and there is no } t^{\prime} \text { such that } t \stackrel{(a, i)}{\Longrightarrow} t^{\prime}\right\} \text {. }
\end{aligned}
$$

This coincides with the usual definition of the tree generated by $\mathcal{G}$ [5] and that of the Böhm tree [16] of the $\lambda$-term corresponding to $\mathcal{G}$ (where recursion is expressed by a fixedpoint combinator).

Example 2.1: Consider HORS $\mathcal{G}_{1}=(\mathcal{N}, \Sigma, \mathcal{R}, S)$ where:

$$
\begin{aligned}
& \mathcal{N}=\{S: \mathrm{o}, F: \mathrm{o} \rightarrow \mathrm{o}\} \\
& \Sigma=\{\mathrm{a}: \mathrm{o} \rightarrow \mathrm{o} \rightarrow \mathrm{o}, \mathrm{~b}: \mathrm{o} \rightarrow \mathrm{o}, \mathrm{e}: \mathrm{o}\} \\
& \mathcal{R}=\{S \mapsto F \mathrm{e}, \quad F \mapsto \lambda x \cdot \mathrm{a}(F(\mathrm{~b} x)) x\}
\end{aligned}
$$

The start symbol $S$ has the reduction sequence:

$$
S \stackrel{(\mathrm{a}, 1)^{m}(\mathrm{a}, 2)}{\Longrightarrow} \mathcal{G}\left(\mathrm{b}^{m} \mathrm{e}\right) \stackrel{(\mathrm{b}, 1)^{m}}{\Longrightarrow} \mathcal{G} \mathrm{e}
$$

for each $m \geq 0$. Here, $\alpha^{m}$ stands for $m$ repetitions of $\alpha$. Thus Tree $\left(\mathcal{G}_{1}\right)$ is:


Example 2.2: Consider HORS $\mathcal{G}_{2}=(\mathcal{N}, \Sigma, \mathcal{R}, S)$ where:

$$
\begin{aligned}
& \mathcal{N}=\{S: \mathrm{o}, F:(\mathrm{o} \rightarrow \mathrm{o}) \rightarrow \mathrm{o}, \text { Two }:(\mathrm{o} \rightarrow \mathrm{o}) \rightarrow(\mathrm{o} \rightarrow \mathrm{o})\} \\
& \Sigma=\{\mathrm{a}: \mathrm{o} \rightarrow \mathrm{o} \rightarrow \mathrm{o}, \mathrm{~b}: \mathrm{o} \rightarrow \mathrm{o}, \mathrm{e}: \mathrm{o}\} \\
& \mathcal{R}=\{S \mapsto F \mathrm{~b}, \quad \text { Two } \mapsto \lambda f . \lambda x . f(f x), \\
&F \mapsto \lambda f . \mathrm{a}(F(\text { Two } f))(f \mathrm{e})\}
\end{aligned}
$$

The non-terminal $S$ has the following reduction sequences.

$$
\begin{aligned}
& S \xrightarrow[\mathcal{G}]{\epsilon_{\mathcal{G}} \mathrm{b}} \stackrel{\epsilon}{\mathcal{G}} \mathrm{a}(F(T w o \mathrm{~b}))(\mathrm{b} \mathrm{e}) \xrightarrow{(\mathrm{a}, 2)}_{\mathcal{G}} \mathrm{b} \mathrm{e} \stackrel{(\mathrm{~b}, 1)}{\Longrightarrow}_{\mathcal{G}} \mathrm{e} \\
& \left.S \stackrel{(\mathrm{a}, 1)^{m}(\mathrm{a}, 2)}{\Longrightarrow} \mathcal{G}\left(T w o^{m} \mathrm{be}\right) \stackrel{(\mathrm{b}, 1)^{2^{m}}}{\Longrightarrow} \mathcal{G} \text { e (for each } m \geq 1\right)
\end{aligned}
$$

Thus $\operatorname{Tree}\left(\mathcal{G}_{2}\right)$ consists of paths labeled by $\mathrm{a}^{m+1} \mathrm{~b}^{2^{m}} \mathrm{e}$.
Remark 2.1: A HORS can also be regarded as a generator of word or tree languages, by interpreting a special terminal symbol br of arity 2 as a non-deterministic choice. For example, the word language defined by $\mathcal{G}$ can be defined as
$\left\{a_{1} \cdots a_{n} \uparrow_{\mathrm{br}} \mid S_{\mathcal{G}} \stackrel{\left(a_{1}, i_{1}\right) \cdots\left(a_{n}, i_{n}\right)}{\Longrightarrow}{ }_{\mathcal{G}} \mathrm{e}\right\}$, where $w \uparrow_{\mathrm{br}}$ denotes the word obtained from $w$ by removing br .

## B. Pumping Lemma

We write $\widetilde{s}$ for a sequence $s_{1} \cdots s_{k}$ of terms, and write $|w|$ for the length of a sequence $w$. We define $\exp _{n}(x)$ by $\exp _{0}(x)=x$ and $\exp _{n+1}(x)=2^{\exp _{n}(x)}$.

Our pumping lemma for HORS is stated as follows.
Theorem 2.1 (Pumping):
Let $\mathcal{G}$ be an order- $n$ HORS $(\Sigma, \mathcal{N}, \mathcal{R}, S)$ with $n \geq 1$. Then there exist constants $c_{1}$ and $c_{2}$ (that depend on $\mathcal{G}$ ) such that if $S \xrightarrow{w} \mathcal{R}$ e and $|w|>\exp _{n-1}\left(c_{1}\right)$, then there exist
$F \in \operatorname{dom}(\mathcal{N}),\left\{\widetilde{s_{i}} \mid i \geq 1\right\},\left\{w_{i} \mid i \geq 1\right\}$, and $\left\{v_{i} \mid i \geq 1\right\}$ that satisfy the following conditions.

- $S \xlongequal{w_{1}} \mathcal{G} F \widetilde{s_{1}} \xlongequal{w_{2}} \mathcal{G} F \widetilde{s_{2}}{\stackrel{w_{3}}{\Longrightarrow}}_{\mathcal{G}} \cdots{\stackrel{w_{m}}{\mathcal{G}}}_{\mathcal{G}} F \widetilde{s_{m}} \xlongequal{v_{m}} \mathcal{G} \mathrm{e}$ for every $m \geq 1$;
- $\left|w_{1} \cdots w_{m} v_{m}\right| \leq \exp _{n-1}\left((m+1) c_{1}^{2}\right)$; and
- $w_{1} \cdots w_{m_{1}} v_{m_{1}} \neq w_{1} \cdots w_{m_{2}} v_{m_{2}}$ for every $m_{1}, m_{2}$ such that $m_{2} \geq m_{1}+c_{2}$.
The theorem states that if $\mathcal{G}$ has a sufficiently long reduction sequence, then one can construct a series of reduction sequences in which the same non-terminal ( $F$ above) may occur arbitrarily many times in the head position, and the length of the $m$-th reduction sequence is bounded by $(n-1)$ fold exponential of $m+1$. Proving this theorem is the goal of Sections III and IV.

Example 2.3: Recall the order-2 HORS $\mathcal{G}_{2}$ from Example 2.2. Let $c_{1}=c_{2}=1$. Then, the required conditions hold for $w_{1}=\epsilon, w_{i}=(\mathrm{a}, 1)($ for $i \geq 2)$, and $v_{i}=(\mathrm{a}, 2)(\mathrm{b}, 1)^{2^{i-1}}$.

## C. Application

As an application of the pumping lemma, we give an alternative proof of Kartzow and Parys' result that there is a tree that can be generated by an order- $(n+1)$ HORS, but cannot be generated by any order- $n$ HORS [13].

Consider the following tree $\mathcal{T}_{n}$, which has the paths of the form $\mathrm{a}^{m+1} \mathrm{~b}^{\exp _{n}(m)}$ e for $m \geq 0$.


This is the same as the tree used by Kartzow and Parys [13].
The trees $\mathcal{T}_{0}$ and $\mathcal{T}_{1}$ are generated by $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ in Examples 2.1 and 2.2 respectively. For $n \geq 2, \mathcal{T}_{n}$ can be
generated by the order- $(n+1) \operatorname{HORS}(\mathcal{N}, \Sigma, \mathcal{R}, S)$ where:

$$
\begin{aligned}
\mathcal{N}= & \left\{S: \mathrm{o}, F: \kappa_{n} \rightarrow \mathrm{o}\right\} \cup\left\{T w o_{k}: \kappa_{k} \rightarrow \kappa_{k} \mid 1 \leq k \leq n\right\} \\
& \left(\kappa_{0}=\mathrm{o}, \kappa_{k}=\kappa_{k-1} \rightarrow \kappa_{k-1} \text { for } 1 \leq k \leq n\right) \\
\Sigma= & \{\mathrm{a}: \mathrm{o} \rightarrow \mathrm{o} \rightarrow \mathrm{o}, \mathrm{~b}: \mathrm{o} \rightarrow \mathrm{o}, \mathrm{e}: \mathrm{o}\} \\
\mathcal{R}= & \left\{S \mapsto F T w o_{n-1},\right. \\
& \left.F \mapsto \lambda f \cdot \mathrm{a}\left(F\left(T w o_{n} f\right)\right)\left(f T w o_{n-2} \cdots T w o_{1} \mathrm{be}\right)\right\} \\
& \cup\left\{T w o_{k} \mapsto \lambda f: \kappa_{k} \cdot \lambda x: \kappa_{k-1} \cdot f(f(x)) \mid 1 \leq k \leq n\right\} .
\end{aligned}
$$

Note that we have:

$$
S \stackrel{(\mathrm{a}, 1)^{m}(\mathrm{a}, 2)}{\Longrightarrow} T w o_{n}^{m} T w o_{n-1} \cdots T w o_{1} \mathrm{~b} \mathrm{e} \stackrel{(\mathrm{~b}, 1)^{\exp _{n}(m)} \Longrightarrow}{\Longrightarrow} \mathrm{e}
$$

Theorem 2.2: There is no order- $n$ HORS that generates $\mathcal{T}_{n}$.
Proof: If $n=0$, then the result follows from the fact that an order-0 HORS can generate only a regular tree, but $\mathcal{T}_{0}$ is non-regular. For $n \geq 1$, the proof is by contradiction. Suppose that there is an order-n HORS $\mathcal{G}$ that generates $\mathcal{T}_{n}$.
 Pumping Lemma (Theorem 2.1) to get words $\left\{w_{i} \mid i \geq 1\right\}$ and $\left\{v_{i} \mid i \geq 1\right\}$ such that:
(i) $S \xrightarrow{w_{1} \cdots w_{m} v_{m}} \mathcal{G}$ e for every $m \geq 1$;
(ii) $\left|w_{1} \cdots w_{m} v_{m}\right| \leq \exp _{n-1}\left((m+1) c_{1}^{2}\right)$; and
(iii) $w_{1} \cdots w_{m_{1}} v_{m_{1}} \neq w_{1} \cdots w_{m_{2}} v_{m_{2}}$ for every $m_{1}, m_{2}$ such that $m_{2} \geq m_{1}+c_{2}$.
Let $u_{m}=w_{1} \cdots w_{m} v_{m}$. Pick an arbitrary number $m^{\prime} \geq 1$, and consider the words: $u_{1}, u_{c_{2}+1}, \ldots, u_{m^{\prime} c_{2}+1}$. By condition (iii), all the words are different from each other. Since the ( $m^{\prime}+1$ )-th shortest path of $\mathcal{T}_{n}$ (leading to e) is labeled by $\mathrm{a}^{m^{\prime}+1} \mathrm{~b}^{\exp _{n}\left(m^{\prime}\right)}$, by condition (ii) above, we have:

$$
\begin{array}{r}
\exp _{n-1}\left(\left(m^{\prime} c_{2}+2\right) c_{1}^{2}\right) \geq \max \left(\left|u_{1}\right|,\left|u_{c_{2}+1}\right|, \ldots,\left|u_{m^{\prime} c_{2}+1}\right|\right) \\
\geq\left|\mathrm{a}^{m^{\prime}+1} \mathbf{b e x p}_{n}\left(m^{\prime}\right)\right|=m^{\prime}+1+\exp _{n}\left(m^{\prime}\right)
\end{array}
$$

for every $m^{\prime} \geq 1$. This does not hold, however, for a sufficiently large $m^{\prime}$ such that $\left(m^{\prime} c_{2}+2\right) c_{1}^{2}<2^{m^{\prime}}$, hence a contradiction.

Corollary 2.3:
The hierarchy of the trees generated by HORS is strict, i.e., $\{\operatorname{Tree}(\mathcal{G}) \mid \operatorname{ord}(\mathcal{G})=n\} \subsetneq\{\operatorname{Tree}(\mathcal{G}) \mid \operatorname{ord}(\mathcal{G})=n+1\}$ for all $n(\geq 0)$.

Remark 2.2: Theorem 2.1 is not strong enough to show that the word language (as defined in Remark 2.1) $\left\{\mathbf{a}^{m+1} \mathbf{b}^{\exp _{n}(m)} \mid m \geq 0\right\}$ cannot be generated by any order- $n$ HORS. Note that in the third condition of the theorem, even if $w_{1} \cdots w_{m_{1}} v_{m_{1}} \neq w_{1} \cdots w_{m_{2}} v_{m_{2}}$ holds, it may be the case that $\left(w_{1} \cdots w_{m_{1}} v_{m_{1}}\right) \uparrow_{\mathrm{br}}=\left(w_{1} \cdots w_{m_{2}} v_{m_{2}}\right) \uparrow_{\mathrm{br}}$.

## III. Properties of the simply-Typed $\lambda$-Calculus

In this section we prepare properties of $\lambda$-terms required for proving Theorem 2.1. Before doing so, we explain our proof strategy for the theorem. The basic idea is the same as the argument for context-free languages: in a sufficiently long reduction sequence $S \xlongequal{w}{ }_{\mathcal{G}}$ e, there must be repeated occurrences of the same non-terminal in the head position:

$$
S{\stackrel{w_{1}}{\Longrightarrow}}_{\mathcal{G}} F \widetilde{s}{\stackrel{w_{2}}{\Longrightarrow}}_{\mathcal{G}} F \widetilde{t}{\stackrel{v_{2}}{\Longrightarrow}}_{\mathcal{G}} \mathrm{e}
$$

and the part $F \widetilde{s}{ }^{w_{2}}{ }_{\mathcal{G}} F \tilde{t}$ can be repeated (or "pumped"). Obviously, not all such sequences can be pumped, however. For example, consider the rewriting rules

$$
\{S \mapsto F(F \mathrm{e}), F \mapsto \lambda x \cdot x\}
$$

Then

$$
S \xrightarrow{\epsilon} F(F \mathrm{e}) \stackrel{\epsilon}{\Longrightarrow} F \mathrm{e} \xrightarrow{\epsilon} \mathrm{e},
$$

but the part $F(F \mathrm{e}) \stackrel{\epsilon}{\Longrightarrow} F$ e cannot be repeated. This is due to the fact that the third term $F$ e comes from the argument position of the second term; thus, $F$ may not be obtained again by unfolding $F$. This observation leads to the requirement that the second $F$ in $F \widetilde{s}{ }^{w_{2}}{ }_{\mathcal{G}} F \widetilde{t}$ must have been obtained by unfolding the first $F$, not from the argument $\widetilde{s}$. This requirement is still insufficient. For example, consider

$$
\{S \mapsto F(\lambda x . x), F \mapsto \lambda f . f(F(\lambda x . \mathrm{e}))\}
$$

We have:

$$
S \xrightarrow{\epsilon} F(\lambda x . x) \stackrel{\epsilon}{\Longrightarrow}(\lambda x \cdot x)(F(\lambda x . \mathrm{e})) \stackrel{\epsilon}{\longrightarrow} F(\lambda x . \mathrm{e}) \stackrel{\epsilon}{\Longrightarrow} \mathrm{e}
$$

but the part $F(\lambda x . x) \stackrel{\epsilon}{\Longrightarrow} F(\lambda x . e)$ cannot be repeated. This can be attributed to the fact that the reduction behaviors of the arguments $\lambda x . x$ and $\lambda x$.e are different: the former uses the argument $x$, while the latter ignores it. In Section III-B, we shall develop an intersection type system that captures this kind of behavior of $\lambda$-terms. By using it, we can ensure that if $F \widetilde{s} \xlongequal{w_{2}} F \widetilde{t}$ (where the second $F$ must come from the first $F$ ) and if $\widetilde{s}$ and $\widetilde{t}$ have the same intersection types, then that part can be "pumped" (as stated in Theorem 2.1). In Section III-A, we give a bound on the length of words generated by a $\lambda$-term, which will be used to give the bound of $\left|w_{1} \cdots w_{m} v_{m}\right|$ in Theorem 2.1.

We define the labeled reduction relations $\xrightarrow{\alpha}$ (where $\alpha$ is either $\epsilon$ or $(a, i)$ with $a \in \operatorname{dom}(\Sigma)$ and $i \in\{1, \ldots, \Sigma(a)\})$ and $\stackrel{w}{\Longrightarrow}$ (where $w$ ranges over a sequence of elements of the form $(a, i)$ ) on $\lambda$-terms as the restrictions of $\xrightarrow{\alpha} \mathcal{G}$ and $\xrightarrow{w}$ obtained by removing rule R-NT.

## A. Bounding the Length of Reductions

This subsection gives the length of non- $\epsilon$ reductions by using some standard results on the size of $\beta$-normal forms [17], [18]. Since the technique is rather standard, we defer some of the proofs to the extended version [19].

We write $\longrightarrow_{\beta}$ for the standard $\beta$-reduction relation. For a binary relation $\mathcal{R}$, we write $\mathcal{R}^{*}$ for the reflexive and transitive closure of $\mathcal{R}$. We first define the length of non $-\epsilon$ reductions.

Definition 3.1: Let $t$ be a $\lambda$-term. The measure $\mathbf{R}(t)$ is defined as $\max (\{|w| \mid t \stackrel{w}{\Longrightarrow} \lambda\})$, and $\infty$ if there is no bound on $|w|$.

The following lemma follows immediately from the strong normalization of the simply-typed $\lambda$-terms.

Lemma 3.1: If $\mathcal{K} \vdash t:$, then there is no infinite reduction sequence $t \xrightarrow{\alpha_{1}} t_{1} \xrightarrow{\alpha_{2}} t_{2} \xrightarrow{\alpha_{3}} \cdots$.

Proof: Suppose that there is an infinite reduction sequence: $t \xrightarrow{\alpha_{1}} t_{1} \xrightarrow{\alpha_{2}} t_{2} \xrightarrow{\alpha_{3}} \cdots$. Since the reduction
sequence consisting of only applications of R-CONST must terminate, the infinite sequence must contain infinitely many applications of R-BETA. Since $t \xrightarrow{(a, i)} t^{\prime} \xrightarrow{\epsilon} t^{\prime \prime}$ implies $t \longrightarrow_{\beta} t^{\prime} \xrightarrow{(a, i)} t^{\prime \prime}$ (where $\longrightarrow_{\beta}$ is the $\beta$-reduction relation), we obtain an infinite $\beta$-reduction sequence, which contradicts with the strong normalization of the simply-typed $\lambda$-terms.

The following lemma ensures that, in order to obtain a bound for $t$, it suffices to consider the bound for its $\beta$-normal form.

Lemma 3.2: If $t \longrightarrow_{\beta}^{*} u$, then $\mathbf{R}(t) \leq \mathbf{R}(u) .{ }^{4}$
Next, we bound the size of a term obtained by certain $\beta$ reductions. The order of a $\beta$-redex $\left(\lambda x: \kappa . t_{1}\right) t_{2}$ is the order of the type of $\lambda x: \kappa . t_{1}$. We write $\operatorname{rord}(t)$ for the largest order of $\beta$-redexes in $t$. We write $t \longrightarrow_{\beta}^{n} t^{\prime}$ if $t \longrightarrow_{\beta} t^{\prime}$ is obtained by reducing an inner-most order- $n$ redex. We define the size and the height of a term $t$, written $|t|$ and $\mathbf{H}(t)$ respectively, by:

$$
\begin{aligned}
& |x|=|a|=1 \quad|\lambda x . t|=|t|+1 \quad\left|t_{1} t_{2}\right|=\left|t_{1}\right|+\left|t_{2}\right|+1 \\
& \mathbf{H}(x)=\mathbf{H}(a)=0 \quad \mathbf{H}(\lambda x . t)=\mathbf{H}(t)+1 \\
& \mathbf{H}\left(t_{1} t_{2}\right)=\max \left(\mathbf{H}\left(t_{1}\right), \mathbf{H}\left(t_{2}\right)+1\right)
\end{aligned}
$$

The following is a standard result [18], [19].
Lemma 3.3: If $\operatorname{rord}(t) \leq n$ and $t\left(\longrightarrow_{\beta}^{n}\right)^{*} u$, then $|u| \leq 2^{|t|}$.
The following lemma bounds the height of the tree generated by a term.

Lemma 3.4:
If $\operatorname{rord}(t) \leq 1$ and $t\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} u$, then $\mathbf{H}(u) \leq|t|$ holds.
Proof: The proof proceeds by induction on $t$.

- Case $t=x$ or $t=a$ : Trivial, as $u=t$.
- Case $t=\lambda x . t_{1}$ : We have $t_{1}\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} u_{1}$ with $u=\lambda x . u_{1}$. By using the induction hypothesis, we obtain $\mathbf{H}(u)=\mathbf{H}\left(u_{1}\right)+1 \leq\left|t_{1}\right|+1=|t|$ as required.
- Case $t=t_{1} t_{2}$ : We have either (i) $t_{1}\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} u_{1}$ and $t_{2}\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} u_{2}$ with $u=u_{1} u_{2}$, or (ii) $t_{1}\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} \lambda x:$ o. $u_{3}$ and $t_{2}\left(\longrightarrow{ }_{\beta}^{1}\right)^{*} u_{2}$ with $u=\left[u_{2} / x\right] u_{3}$, and $u_{2}, u_{3}$ are $\beta$ normal forms. By using the induction hypothesis we obtain $\mathbf{H}(u)=\max \left(\mathbf{H}\left(u_{1}\right), \mathbf{H}\left(u_{2}\right)+1\right) \leq \max \left(\left|t_{1}\right|,\left|t_{2}\right|+1\right) \leq|t|$ in case (i), and $\mathbf{H}(u) \leq \mathbf{H}\left(u_{3}\right)+\mathbf{H}\left(u_{2}\right) \leq\left|t_{1}\right|+\left|t_{2}\right| \leq|t|$ in case (ii), as required.

We are now ready to derive a bound for $\mathbf{R}(t)$.
Theorem 3.5: If $\mathcal{K} \vdash t$ : o and $\operatorname{rord}(t)=n$, then $\mathbf{R}(t) \leq$ $\boldsymbol{\operatorname { e x p }}_{n-1}(|t|)$.

Proof: By Lemma 3.3, we can reduce all the order$k(>1)$ redexes of $t$ in the decreasing order of $k$, and obtain a term $s$ such that $\operatorname{rord}(s) \leq 1$ and $|s| \leq \exp _{n-1}(|t|)$. By Lemma 3.4, we get a $\beta$-normal form $u$ of $s$ such that $\mathbf{H}(u) \leq|s| \leq \exp _{n-1}(|t|)$. Since an application of the rule R-CONST strictly decreases the height of a term, we have $\mathbf{R}(u) \leq \mathbf{H}(u) \leq \exp _{n-1}(|t|)$. By Lemma 3.2, we obtain $\mathbf{R}(t) \leq \exp _{n-1}(|t|)$ as required.

[^2]
## B. Intersection Types for Reduction Properties

Next, we shall develop an intersection type system for reasoning about properties of reductions. Intersection types [20], [21], [22] have been used for characterizing normalization properties of the $\lambda$-calculus, but we use them here for reasoning about the shape of terms that may/must occur during reductions. For example, a typical question to be addressed by the type system is: given a $\lambda$-term $s t$, may $t$ eventually occur in a head position, and if so, what kind of argument is given to it? To reason about such a property, we assume a set Lab of labels that is disjoint from the set Var of variables, and extend $\lambda$-terms with labeled terms.

$$
t::=\cdots \mid t^{\ell}
$$

Here $\ell$ ranges over Lab. The sort assignment system is accordingly extended, just ignoring labels.

$$
\frac{\mathcal{K} \vdash_{\Sigma} t: \kappa}{\mathcal{K} \vdash_{\Sigma} t^{\ell}: \kappa}
$$

The reduction relation is extended by the following rule, which allows any label to be removed during reductions.

$$
\begin{equation*}
C\left[t^{\ell}\right] \xrightarrow{\epsilon} C[t] \tag{R-LAB}
\end{equation*}
$$

Here $C$, called a context, is an expression obtained by replacing a free variable of a term with a hole [], and $C[t]$ is the term obtained by replacing the hole with $t$.

The syntax of (intersection) types is given by:

$$
\tau::=\mathbf{r} \mid \bigwedge\left\{\tau_{1}, \ldots, \tau_{n}\right\} \rightarrow \tau
$$

Following van Bakel [22], we only allow intersection on the lefthand side of $\rightarrow$. In the type $\bigwedge\left\{\tau_{1}, \ldots, \tau_{n}\right\} \rightarrow \tau, n$ can be 0 , in which case we write $\top \rightarrow \tau$. We also write $\tau_{1} \wedge \cdots \wedge$ $\tau_{k} \rightarrow \tau$ for $\bigwedge\left\{\tau_{1}, \ldots, \tau_{k}\right\} \rightarrow \tau$, and write $\bigwedge_{i \in I} \tau_{i} \rightarrow \tau$ for $\bigwedge\left\{\tau_{i} \mid i \in I\right\} \rightarrow \tau$. When we write $\tau_{1} \wedge \cdots \wedge \tau_{k} \rightarrow \tau$, the constructor $\wedge$ binds tighter than $\rightarrow$.

Intuitively, the type $\mathbf{r}$ describes terms of sort o that can be reduced to e. For example, under the empty type environment, a e $x$ has type $\mathbf{r}$ (assuming that $\Sigma(\mathrm{a})=2$ ), but a $x x$ does not. The type $\bigwedge\left\{\tau_{1}, \ldots, \tau_{n}\right\} \rightarrow \tau$ describes functions that take an argument that has type $\tau_{i}$ for every $i \in\{1, \ldots, n\}$ and return an element of type $\tau$, by using the argument as values of types $\tau_{1}, \ldots, \tau_{n}$. For example, $\lambda x . x$ has type $\mathbf{r} \rightarrow \mathbf{r}$ because, given a term $t$ that is reducible to $\mathrm{e},(\lambda x . x) t$ is reducible to e by using $t$. The term $\lambda x$.e, however, has type $\top \rightarrow \mathbf{r}$ but not $\mathbf{r} \rightarrow \mathbf{r}$. Although $(\lambda x$.e $) t$ is reducible to $\mathrm{e}, t$ is not used in the reduction. Thus, a closed term $t$ having type $\mathbf{r} \rightarrow \mathbf{r}$ implies that $t s$ has a reduction sequence of the form $t s \stackrel{w_{1}}{\Longrightarrow} s \stackrel{w_{2}}{\lambda} \mathrm{e}$ for every term $s$ of type $\mathbf{r}$.

More generally, a term $t$ having a type $\tau \rightarrow \mathbf{r}$ means that for any term $s$ of type $\tau, t s$ can be reduced to a term of the form $s \widetilde{u}$ where $s$ in the head position has type $\tau$. For example, a term $t$ having type $(\mathbf{r} \rightarrow \mathbf{r}) \rightarrow \mathbf{r}$ means that for any term $s$ of type $\mathbf{r} \rightarrow \mathbf{r}, t$ has a reduction sequence of the
form $t s \xlongequal{w_{1}} \lambda s u \xlongequal{w_{2}} u$. In this manner, types can be used for reasoning about the shape of terms in reductions.

We define the relation $\tau:: \kappa$, which should be read " $\tau$ is a refinement of $\kappa$ ", by:

$$
\overline{\mathbf{r}:: \circ} \quad \frac{\tau:: \kappa_{2} \quad \tau_{i}:: \kappa_{1} \text { for each } i \in I}{\left(\bigwedge_{i \in I} \tau_{i} \rightarrow \tau\right):: \kappa_{1} \rightarrow \kappa_{2}}
$$

The relation $\tau:: \kappa$ is used to exclude ill-formed types like $\mathbf{r} \wedge(\mathbf{r} \rightarrow \mathbf{r}) \rightarrow \mathbf{r}$.

A type judgment is of the form $\Gamma \vdash_{\Sigma} t: \tau$, where $\Gamma$, called a type environment, is a set of bindings of the form $x: \tau$ or $\ell: \tau$ (where $x$ is a variable and $\ell$ is a label). We often omit the subscript $\Sigma$ below. $\Gamma$ may have multiple bindings for the same variable or label. We write $\Gamma(v)$ (where $v$ is a variable or a label) for the set $\{\tau \mid v: \tau \in \Gamma\}$. We write $\operatorname{dom}(\Gamma)$ for the set $\{v \mid v: \tau \in \Gamma\}$. We write $\Gamma_{\mathbf{V}}$ for the set $\{x: \tau \in \Gamma \mid x \in \operatorname{Var}\}$ of the bindings on variables, and $\Gamma_{\mathcal{L}}$ for the set $\{\ell: \tau \in \Gamma \mid \ell \in \mathbf{L a b}\}$ of those on labels in $\Gamma$.

Intuitively, $\Gamma \vdash_{\Sigma} t: \tau$ means that if each variable $x$ in $t$ is bound to a term having all the types in $\Gamma(x)$, then $t$ behaves like a term of type $\tau$, and each term labeled by $\ell$ behaves like a term of types $\Gamma(\ell)$. For example, if $x: \tau_{1}, \ell: \tau_{2} \vdash_{\Sigma} t: \mathbf{r}$, then for any term $t_{1}$ with $\emptyset \vdash_{\Sigma} t_{1}: \tau_{1}$, there exist $w, t_{2}$, and $\widetilde{s}$ such that $\left[t_{1} / x\right] t \stackrel{w}{\Longrightarrow}{ }_{\lambda}\left(t_{2}\right)^{\ell} \widetilde{s}$ and $t_{2}$ has type $\tau_{2}$. (Such properties are formally stated later in Theorems 3.6 and 3.7 below.)

The type system consists of the following rules.

$$
\begin{gather*}
x: \tau \vdash_{\Sigma} x: \tau  \tag{T-VAR}\\
\emptyset \vdash_{\Sigma} \mathrm{e}: \mathbf{r} \\
\Sigma(a)=k \quad \tau_{j}=\mathbf{r} \text { for some } j \in\{1, \ldots, k\} \\
\frac{\tau_{i}=\top \text { for every } i \in\{1, \ldots, k\} \backslash\{j\}}{\emptyset \vdash_{\Sigma} a: \tau_{1} \rightarrow \cdots \rightarrow \tau_{k} \rightarrow \mathbf{r}}
\end{gather*}
$$

(T-CONSTE)

$$
\begin{equation*}
\frac{\Gamma_{0} \vdash_{\Sigma} t_{0}: \bigwedge_{i \in I} \tau_{i} \rightarrow \tau \quad \Gamma_{i} \vdash_{\Sigma} t_{1}: \tau_{i} \text { for every } i \in I}{\Gamma_{0} \cup\left(\bigcup_{i \in I} \Gamma_{i}\right) \vdash_{\Sigma} t_{0} t_{1}: \tau} \tag{T-APP}
\end{equation*}
$$

$$
\begin{gather*}
\Gamma \cup\left\{x: \tau_{i} \mid i \in I\right\} \vdash_{\Sigma} t: \tau \\
\frac{\tau_{i}:: \kappa \text { for every } i \in I \quad x \notin \operatorname{dom}(\Gamma)}{\Gamma \vdash_{\Sigma} \lambda x: \kappa . t: \bigwedge_{i \in I} \tau_{i} \rightarrow \tau}  \tag{T-ABS}\\
\frac{\Gamma \vdash_{\Sigma} t: \tau}{\Gamma \cup\{\ell: \tau\} \vdash_{\Sigma} t^{\ell}: \tau} \tag{T-LAB}
\end{gather*}
$$

The typing rules above are fairly standard, except the following points.

1) The type of a constant is determined by its arity; if $\Sigma(a)=n>0$, then $a$ has $n$ types $\mathbf{r} \rightarrow \top \rightarrow \cdots \rightarrow \top \rightarrow \mathbf{r}$, $\top \rightarrow \mathbf{r} \rightarrow \top \rightarrow \cdots \rightarrow \top \rightarrow \mathbf{r}, \ldots, \top \rightarrow \cdots \rightarrow \top \rightarrow \mathbf{r} \rightarrow \mathbf{r}$. This reflects the fact that $a t_{1} \cdots t_{n}$ can be reduced to any one of $t_{1}, \ldots, t_{n}$.
2) Weakening of a type environment is disallowed (i.e., $\Gamma \vdash_{\Sigma} t: \tau$ does not necessarily imply $\Gamma, x: \tau^{\prime} \vdash_{\Sigma} t: \tau$ ) but contraction is allowed (i.e., $\Gamma, x: \tau^{\prime}, x: \tau^{\prime} \vdash_{\Sigma} t: \tau$ implies
$\Gamma, x: \tau^{\prime} \vdash_{\Sigma} t: \tau$, since a type environment is a set of type bindings); therefore, $x: \tau \in \Gamma$ means that $x$ is used as a value of type $\tau$ at least once in some reduction sequence of $t$. If weakening were allowed, we would obtain $\emptyset \vdash_{\Sigma} \lambda x . \mathrm{e}: \mathbf{r} \rightarrow \mathbf{r}$, but $(\lambda x . \mathrm{e}) s$ cannot be reduced to $s$.
3) In rule T-APP, it may be the case that $\tau_{i}=\tau_{j}$ even if $i \neq j$ for $i, j \in I$. Thus, $x: \mathbf{r}, y: \mathbf{r} \vdash(\lambda z . z)(\mathrm{a} x y): \mathbf{r}$ is derivable from $x: \mathbf{r} \vdash \mathrm{a} x y: \mathbf{r}$ and $y: \mathbf{r} \vdash \mathrm{a} x y: \mathbf{r}$. Note that $x: \mathbf{r}, y: \mathbf{r} \vdash \mathbf{a} x y: \mathbf{r}$ is not derivable.

Remark 3.1: If $\Gamma \vdash t: \tau$, then $\operatorname{dom}\left(\Gamma_{\mathbf{V}}\right) \subseteq \mathbf{F V}(t)$ (because weakening is disallowed), but the converse $\operatorname{dom}\left(\Gamma_{\mathbf{V}}\right) \supseteq$ $\mathbf{F V}(t)$ may not hold. For example, $\emptyset \vdash$ a e $x: \mathbf{r}$ is obtained by assigning $\mathbf{r} \rightarrow \top \rightarrow \mathbf{r}$ to a constant a of arity 2 .

Example 3.1: Let $t$ be $\left(\lambda f . f\left(f^{\ell}(x)\right)\right)(\lambda z . \mathrm{a} z \mathrm{e})$. Then, we can obtain $\ell: \top \rightarrow \mathbf{r} \vdash\left(\lambda f . f\left(f^{\ell}(x)\right)\right)(\lambda z . \mathrm{a} z \mathrm{e}): \mathbf{r}$ from

$$
\begin{aligned}
& \ell: \top \rightarrow \mathbf{r} \vdash\left(\lambda f . f\left(f^{\ell}(x)\right)\right):(\top \rightarrow \mathbf{r}) \wedge(\mathbf{r} \rightarrow \mathbf{r}) \rightarrow \mathbf{r} \\
& \emptyset \vdash \lambda z \cdot \mathrm{a} z \mathrm{e}: \top \rightarrow \mathbf{r} \quad \emptyset \vdash \lambda z \cdot \mathrm{a} z \mathrm{e}: \mathbf{r} \rightarrow \mathbf{r} .
\end{aligned}
$$

Here, the three judgments can be derived as follows.

$$
\begin{gathered}
\frac{f: \mathbf{r} \rightarrow \mathbf{r} \vdash f: \mathbf{r} \rightarrow \mathbf{r} \quad \frac{f: \mathbf{r} \vdash f: \top \rightarrow \mathbf{r}}{f: \top \rightarrow \mathbf{r}, \ell: \top \rightarrow \mathbf{r} \vdash f^{\ell}: \top \rightarrow \mathbf{r}}}{f: \top \rightarrow \mathbf{r}, \ell: \top \rightarrow \mathbf{r} \vdash f^{\ell}(x): \mathbf{r}} \\
\frac{f: \top \rightarrow \mathbf{r}, f: \mathbf{r} \rightarrow \mathbf{r}, \ell: \top \rightarrow \mathbf{r} \vdash f\left(f^{\ell}(x)\right): \mathbf{r}}{\ell: \top \rightarrow \mathbf{r} \vdash\left(\lambda f \cdot f\left(f^{\ell}(x)\right)\right):(\top \rightarrow \mathbf{r}) \wedge(\mathbf{r} \rightarrow \mathbf{r}) \rightarrow \mathbf{r}} \\
\frac{\emptyset \vdash \mathrm{a}: \top \rightarrow \mathbf{r} \rightarrow \mathbf{r}}{\emptyset \vdash \mathrm{a} z: \mathbf{r} \rightarrow \mathbf{r}} \emptyset \vdash \mathrm{e}: \mathbf{r} \\
\frac{\emptyset \vdash \mathrm{a} z \mathrm{e}: \mathbf{r}}{\emptyset \vdash \lambda z \cdot \mathrm{a} z \mathrm{e}: \top \rightarrow \mathbf{r}} \\
\frac{\emptyset \vdash \mathrm{a}: \mathbf{r} \rightarrow \top \rightarrow \mathbf{r} \quad z: \mathbf{r} \vdash z: \mathbf{r}}{\frac{z: \mathbf{r} \vdash \mathrm{a} z: \top \rightarrow \mathbf{r}}{\emptyset \vdash \mathrm{r} \vdash \mathrm{e}: \mathbf{r}}} \\
\emptyset \vdash \lambda z \cdot \mathrm{a} z \mathrm{e}: \mathbf{r} \rightarrow \mathbf{r}
\end{gathered}
$$

We use meta-variable $\sigma$ for $\bigwedge\left\{\tau_{1}, \ldots, \tau_{n}\right\}$, and we write $\Gamma \vdash t: \bigwedge\left\{\tau_{1}, \ldots, \tau_{n}\right\}$ if $\Gamma_{i} \vdash t: \tau_{i}$ for every $i \in I$, with $\Gamma=\bigcup_{i \in\{1, \ldots, n\}} \Gamma_{i}$.

The type system ensures certain properties of reductions of $\lambda$-terms, as stated in the following theorems. They follow from standard properties of intersection type systems, like (a restricted form of) subject reduction (typing is preserved by reduction: see Lemma 3.9) and subject expansion (typing is preserved by the inverse of reduction: see Lemma 3.11).

Theorem 3.6 (soundness and completeness I):
If $\mathcal{K} \vdash_{\Sigma} t: 0$, then the following are equivalent.
(i) $\Gamma \cup\left\{\ell: \sigma_{1} \rightarrow \cdots \sigma_{k} \rightarrow \mathbf{r}\right\} \vdash t$ : $\mathbf{r}$ for some $\Gamma$ such that $\Gamma_{\mathbf{V}}=\emptyset$
(ii) There exist $s_{0}, s_{1}, \ldots, s_{k}, w, \Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{k}$ such that $t \stackrel{w}{\Longrightarrow}{ }_{\lambda}\left(s_{0}\right)^{\ell} s_{1}, \ldots, s_{k}, \Gamma_{0} \vdash s_{0}: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}$ and $\Gamma_{i} \vdash s_{i}: \sigma_{i}$ for every $i \in\{1, \ldots, k\}$ with $\left(\Gamma_{0} \cup \cdots \cup \Gamma_{k}\right)_{\mathbf{V}}=\emptyset$.
Theorem 3.7 (soundness and completeness II): If $\mathcal{K} \vdash_{\Sigma} t: o$, then the following are equivalent.
(i) $\Gamma \vdash t: \mathbf{r}$ for some $\Gamma$ such that $\Gamma_{\mathbf{V}}=\emptyset$.
(ii) $t \stackrel{w}{\Longrightarrow}$ e for some $w$.

We prove Theorem 3.6 below, and defer the proof of Theorem 3.7 to the extended version [19].

We first state the substitution lemma: see [19] for a proof.
Lemma 3.8 (substitutions): Suppose that $\tau_{1}, \ldots, \tau_{n}$ are different from each other. If $\Gamma_{0} \cup\left\{x: \tau_{1}, \ldots, x: \tau_{n}\right\} \vdash t: \tau$ and $\Gamma_{i} \vdash s: \tau_{i}$ for each $i \in\{1, \ldots, n\}$ with $x \notin \operatorname{dom}\left(\Gamma_{0}\right)$, then $\Gamma_{0} \cup \Gamma_{1} \cup \cdots \cup \Gamma_{n} \vdash[s / x] t: \tau$.

The following lemma states soundness of the type system, of which the direction from (i) to (ii) of Theorem 3.6 is an immediate corollary.

Lemma 3.9: If $\Gamma \cup\left\{\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}\right\} \vdash t: \mathbf{r}$ and $\Gamma_{\mathbf{V}}=\emptyset$, then either (i) $t=\left(s_{0}\right)^{\ell} s_{1}, \ldots, s_{k}, \Gamma_{0} \vdash s_{0}: \sigma_{1} \rightarrow$ $\cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}$ and $\Gamma_{i} \vdash s_{i}: \sigma_{i}$ for each $i \in\{1, \ldots, k\}$ with $\left(\Gamma_{0} \cup \cdots \cup \Gamma_{k}\right)_{\mathbf{V}}=\emptyset$; or (ii) $t \xrightarrow{\alpha}{ }_{\lambda} t^{\prime}$ and $\Gamma^{\prime} \vdash t^{\prime}: \mathbf{r}$ for some $t^{\prime}$ and $\Gamma^{\prime}$ such that $\Gamma_{\mathbf{V}}^{\prime}=\emptyset$ and $\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r} \in \Gamma^{\prime}$.

Proof: We show the lemma by case analysis on the shape of $t$. Since $\Gamma_{\mathbf{V}}=\emptyset$, the head term of $t$ cannot be a variable.

- Case where $t \equiv\left(\lambda x . t_{0}\right) t_{1} \cdots t_{m}$ : We have:
$\Gamma_{0} \cup\left\{x: \tau_{1}, \ldots, x: \tau_{n}\right\} \vdash t_{0}: \tau$
$\Gamma_{j} \vdash t_{1}: \tau_{p_{j}}$ for each $j \in J \quad\left\{p_{j} \mid j \in J\right\}=\{1, \ldots, n\}$
$\Gamma \cup\left\{\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}\right\}=\Gamma_{0} \cup\left(\bigcup_{j \in J} \Gamma_{j}\right)$
$\tau_{1}, \ldots, \tau_{n}$ are different from each other.
For each $i \in\{1, \ldots, n\}$, pick $j_{i} \in J$ so that $p_{j_{i}}=i$ and $\Gamma_{0} \cup\left(\bigcup_{i \in\{1, \ldots, n\}} \Gamma_{j_{i}}\right) \ni \ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow$ r. By Lemma 3.8, condition (ii) holds for $t^{\prime}=\left(\left[t_{1} / x\right] t_{0}\right) t_{2} \cdots t_{m}$ and $\Gamma^{\prime}=\Gamma_{0} \cup\left(\bigcup_{i \in\{1, \ldots, n\}} \Gamma_{j_{i}}\right)$ with $\alpha=\epsilon$.
- Case where $t \equiv a t_{1} \cdots t_{m}$ : We have $m>0$ and

$$
\begin{aligned}
& \Gamma_{j} \vdash t_{i}: \mathbf{r} \text { for } j \in\{1, \ldots, n\} \\
& \Gamma_{1} \cup \cdots \cup \Gamma_{n}=\Gamma \cup\left\{\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}\right\}
\end{aligned}
$$

for some $i \in\{1, \ldots, m\}$. Pick $j \in\{1, \ldots, n\}$ such that $\ell$ : $\sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r} \in \Gamma_{j}$. Then, condition (ii) holds for $t^{\prime}=t_{i}$ and $\Gamma^{\prime}=\Gamma_{j}$ with $\alpha=(a, i)$.

- Case where $t \equiv t_{0}^{\ell^{\prime}} t_{1} \cdots t_{m}$ : We have:

$$
\begin{aligned}
& \Gamma_{0} \vdash t_{0}: \sigma_{1}^{\prime} \rightarrow \cdots \rightarrow \sigma_{m}^{\prime} \rightarrow \mathbf{r} \\
& \Gamma_{i} \vdash t_{i}: \sigma_{i}^{\prime} \text { for each } i \in\{1, \ldots, m\} \\
& \Gamma \cup\left\{\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}\right\}= \\
& \quad \Gamma_{0} \cup \Gamma_{1} \cup \cdots \cup \Gamma_{m} \cup\left\{\ell^{\prime}: \sigma_{1}^{\prime} \rightarrow \cdots \rightarrow \sigma_{m}^{\prime} \rightarrow \mathbf{r}\right\}
\end{aligned}
$$

If $\ell^{\prime}: \sigma_{1}^{\prime} \rightarrow \cdots \rightarrow \sigma_{m}^{\prime} \rightarrow \mathbf{r}=\ell: \sigma_{1} \rightarrow \cdots \rightarrow \sigma_{k} \rightarrow \mathbf{r}$, we have condition (i). Otherwise, condition (ii) holds for $t^{\prime}=$ $t_{0} t_{1} \cdots t_{m}$ and $\Gamma^{\prime}=\Gamma_{0} \cup \Gamma_{1} \cup \cdots \cup \Gamma_{m}$ with $\alpha=\epsilon$.

The following lemmas state that typing is preserved by the inverse of substitutions and reductions.

Lemma 3.10 (inverse substitution): If $\Gamma \vdash\left[t_{1} / x\right] t_{0}: \tau$, then there exist a finite set $I$, types $\tau_{i}(i \in I)$ and type environments $\Gamma_{i}(i \in\{0\} \cup I)$ that satisfy the following conditions.
$\Gamma_{0} \cup\left\{x: \tau_{i} \mid i \in I\right\} \vdash t_{0}: \tau$
$\Gamma_{i} \vdash t_{1}: \tau_{i}$ for each $i \in I \quad \bigcup_{i \in\{0\} \cup I} \Gamma_{i}=\Gamma$.

Lemma 3.11 (subject expansion): If $\Gamma^{\prime} \vdash t^{\prime}: \mathbf{r}$ and $t \xrightarrow{\alpha} \lambda$ $t^{\prime}$, then $\Gamma \vdash t: \mathbf{r}$ for some $\Gamma$ such that $\Gamma_{\mathbf{V}}=\Gamma_{\mathbf{V}}^{\prime}$ and $\Gamma_{\mathcal{L}} \supseteq \Gamma_{\mathcal{L}}^{\prime}$.

Proof: The proof follows by case analysis on the rule used for deriving $t \xrightarrow{\alpha}{ }_{\lambda} t^{\prime}$.

- Case R-Beta: In this case, we have:

$$
\begin{aligned}
& t=\left(\lambda x . t_{0}\right) t_{1} t_{2} \cdots t_{m} \quad t^{\prime}=\left(\left[t_{1} / x\right] t_{0}\right) t_{2} \cdots t_{m} \\
& \Gamma_{1}^{\prime} \vdash\left[t_{1} / x\right] t_{0}: \sigma_{2} \rightarrow \cdots \rightarrow \sigma_{m} \rightarrow \mathbf{r} \\
& \Gamma_{i}^{\prime \prime} \vdash t_{i}: \sigma_{i} \text { for } i \in\{2, \ldots, m\} \quad \Gamma^{\prime}=\Gamma_{1}^{\prime} \cup \cdots \Gamma_{m}^{\prime} .
\end{aligned}
$$

By applying Lemma 3.10 to $\Gamma_{1}^{\prime} \vdash\left[t_{1} / x\right] t_{0}: \tau$, we obtain:
$\Gamma_{0} \cup\left\{x: \tau_{1}, \ldots, x: \tau_{n}\right\} \vdash t_{0}: \sigma_{2} \rightarrow \cdots \rightarrow \sigma_{m} \rightarrow \mathbf{r}$
$\Gamma_{i} \vdash t_{1}: \tau_{i}$ for each $i \in\{1, \ldots, n\}$
$\Gamma_{0} \cup \Gamma_{1} \cup \cdots \cup \Gamma_{n}=\Gamma_{1}^{\prime}$
By using T-Abs and T-APP, we obtain

$$
\Gamma_{1}^{\prime} \vdash\left(\lambda x . t_{0}\right) t_{1}: \sigma_{2} \rightarrow \cdots \rightarrow \sigma_{m} \rightarrow \mathbf{r} .
$$

Thus, the required result holds for $\Gamma=\Gamma^{\prime}$.

- Case R-Const: In this case, $t=a t_{1} \cdots t_{n}$ and $t^{\prime}=t_{i}$ for some $i \in\{1, \ldots, n\}$. By the assumption, we have $\Gamma^{\prime} \vdash$ $t_{i}: \mathbf{r}$. Let $\Gamma=\Gamma^{\prime}$. By using T-Const and T-APP, we obtain $\Gamma \vdash t: \mathrm{r}$ as required.
- Case R-Lab: In this case, $t=C\left[t_{0}^{\ell}\right]$ and $t^{\prime}=C\left[t_{0}\right]$. Let $\left\{\Gamma_{1} \vdash t_{0}: \tau_{1}, \ldots, \Gamma_{n} \vdash t_{0}: \tau_{n}\right\}$ be the set of judgments for $t_{0}$ occurring in the derivation for $\Gamma^{\prime} \vdash t^{\prime}: \tau$. Then, the required result holds for $\Gamma=\Gamma^{\prime} \cup\left\{\ell: \tau_{1}, \ldots, \ell: \tau_{n}\right\}$. (More formally, this follows by induction on the structure of $C$.)

We are now ready to prove Theorem 3.6.
Proof of Theorem 3.6:

- (i) $\Rightarrow$ (ii): Suppose that (i) holds but (ii) does not hold. Then, by Lemma 3.9, there must be an infinite reduction sequence $t \xrightarrow{\alpha_{1}} \lambda t_{1} \xrightarrow{\alpha_{2}} t_{2} \xrightarrow{\alpha_{3}} \lambda \cdots$. Let $t^{\prime}$ be the term obtained from $t$ by removing all the labels. Then from the sequence above, we have an infinite reduction sequence

$$
t^{\prime} \xrightarrow{\alpha_{1}^{\prime}} \lambda t_{1}^{\prime} \xrightarrow{\alpha_{2}^{\prime}} \lambda t_{2}^{\prime}{\xrightarrow{\alpha_{3}^{\prime}}}_{\lambda} \cdots
$$

that does not use R-Lab. (Note that consecutive applications of R-LAB must be finite in the reduction sequence of $t$.) However, this cannot be the case by Lemma 3.1.

- (ii) $\Rightarrow$ (i): If (ii) holds, then we have

$$
\ell: \sigma_{1} \rightarrow \cdots \sigma_{k} \rightarrow \mathbf{r} \vdash\left(s_{0}\right)^{\ell} s_{1}, \ldots, s_{k}: \mathbf{r}
$$

Condition (i) follows by repeated applications of Lemma 3.11.

## IV. Proof of Pumping Lemma (Theorem 2.1)

This section proves Theorem 2.1 by using the techniques developed in Section III. We fix $\mathcal{G}=(\Sigma, \mathcal{N}, \mathcal{R}, S)$ below. We first give the constants $c_{1}$ and $c_{2}$ in the theorem. We define a few constants determined by $\mathcal{G}$.

- $B_{\mathcal{G}}$ : the largest size of the body of a rewriting rule, i.e., $\max (\{|\mathcal{R}(F)| \mid F \in \operatorname{dom}(\mathcal{N})\})$.
- $T_{\mathcal{G}}$ : the number of type bindings of the form $F: \tau$ that conform to $\mathcal{N}$, i.e., $|\{F: \tau \mid F \in \operatorname{dom}(\mathcal{N}), \tau:: \mathcal{N}(F)\}|$. Note that it is finite.

The constants $c_{1}$ and $c_{2}$ are given by: $c_{1}=B_{\mathcal{G}}^{T_{\mathcal{G}}}$ and $c_{2}=$ $T_{\mathcal{G}}+1$.

As explained at the beginning of Section III, the key observation for the proof of the theorem is that for a sufficiently long reduction sequence $S \stackrel{w}{\Longrightarrow}$ e, there exists a sub-sequence of the form $F \widetilde{s} \stackrel{w^{\prime}}{\Longrightarrow} F \widetilde{t}$ such that (i) the second $F$ comes from the first $F$ (instead of $\widetilde{s}$ ), and (ii) the types of the two $F$ are the same, so that the part $F \widetilde{s} \stackrel{w^{\prime}}{\Longrightarrow} F \widetilde{t}$ can be pumped. In order to talk about condition (i), we first extend the reduction relation $\xrightarrow{\alpha} \mathcal{G}$.

$$
\begin{align*}
& \left(F^{\ell^{\prime}} s_{1} \cdots s_{n}, \prec\right) \xrightarrow{\epsilon} \mathcal{G} \\
& \quad\left(\left(\left[F_{1}^{\ell} / F_{1}, \ldots, F_{k}^{\ell} / F_{k}\right] \mathcal{R}(F)\right) s_{1} \cdots s_{n}, \prec \cup\left\{\left(\ell^{\prime}, \ell\right)\right\}\right)
\end{align*}
$$

$$
(t, \prec) \xrightarrow{\alpha}_{\mathcal{G}}\left(t^{\prime}, \prec\right) \quad \text { if } t \xrightarrow{\alpha} \lambda t^{\prime}
$$

Here, we assume that $\operatorname{dom}(\mathcal{N})=\left\{F_{1}, \ldots, F_{k}\right\}$. The relation $\xrightarrow{w} \mathcal{G}$ is extended accordingly. The label ( $\ell, \ell^{\prime}$ above) for a non-terminal is used to express how a non-terminal has been introduced; when $\left(S^{\ell_{0}}, \emptyset\right) \stackrel{w}{\mathcal{G}}(t, \prec)$, the relation $\ell^{\prime} \prec \ell$ intuitively means that the non-terminals labeled by $\ell$ have been introduced by expanding a non-terminal labeled by $\ell^{\prime}$. If $\left(S^{\ell_{0}}, \emptyset\right) \xrightarrow[\mathcal{G}]{w}(t, \prec)$ and $\ell$ occurs in $\prec$, then there is exactly one sequence of the form $\ell_{0} \prec \ell_{1} \prec \cdots \prec \ell_{m}=\ell$. We write $\operatorname{depth}_{\prec}(\ell)$ for $m$.

Example 4.1: Recall $\mathcal{G}_{1}$ from Example 2.1. $S$ is reduced as follows by the extended reduction.

$$
\begin{aligned}
& \left(S^{\ell_{0}}, \emptyset\right) \xrightarrow{\epsilon} \mathcal{G}_{1}\left(F^{\ell_{1}} \mathrm{e},\left\{\left(\ell_{0}, \ell_{1}\right)\right\}\right) \\
& \left.\quad \underset{\mathcal{G}_{1}}{\epsilon \mathrm{a}}\left(F^{\ell_{2}}(\mathrm{~b} \mathrm{e})\right) \mathrm{e},\left\{\left(\ell_{0}, \ell_{1}\right),\left(\ell_{1}, \ell_{2}\right)\right\}\right) \\
& \xrightarrow{(\mathrm{a}, 1)} \mathcal{G}\left(F^{\ell_{2}}(\mathrm{bee}),\left\{\left(\ell_{0}, \ell_{1}\right),\left(\ell_{1}, \ell_{2}\right)\right\}\right) \xrightarrow{(\mathrm{a}, 1)} \mathcal{G} \cdots
\end{aligned}
$$

In order to use the results of Section III, we need to "approximate" each non-terminal by a finite unfolding of it and remove recursion. We define $\lambda$-terms $F_{i}{ }^{\langle m\rangle}$ by:

$$
F_{i}^{\langle 0\rangle}=F_{i} \quad F_{i}^{\langle m+1\rangle}=\left[F_{1}^{\langle m\rangle} / F_{1}, \ldots, F_{k}^{\langle m\rangle} / F_{k}\right] \mathcal{R}\left(F_{i}\right)
$$

Intuitively, $F_{i}{ }^{\langle m\rangle}$ is an "approximation" of $F_{i}$, obtained by unfolding each non-terminal $m$ times. We also write $\theta^{\langle m\rangle}$ for the substitution $\left[F_{1}{ }^{\langle m\rangle} / F_{1}, \ldots, F_{n}{ }^{\langle m\rangle} / F_{n}\right]$. Note that $\theta^{\langle m\rangle} F_{i}=F_{i}{ }^{\langle m\rangle}$.

Let us write $t \preceq t^{\prime}$ if $t^{\prime}$ is obtained by unfolding some nonterminals $F_{i}$ in $t$ with $F_{i}{ }^{\langle m\rangle}$. We repeatedly use the following properties: (i) if $t \stackrel{w}{\mathcal{G}} s$, then $\theta^{\langle m\rangle} t \stackrel{w}{\Longrightarrow} s^{\prime}$ for some $m$ and $s^{\prime}$ such that $s \preceq s^{\prime}$; and (ii) if $t \preceq t^{\prime} \xrightarrow{w} s^{\prime}$, then $t \stackrel{w}{\mathcal{G}} s \preceq s^{\prime}$ for some $s$.

Example 4.2: Recall $\mathcal{G}_{1}$ in Example 2.1.

$$
S^{\langle 2\rangle}=F^{\langle 1\rangle} \mathrm{e}=\left(\lambda x . \mathrm{a}\left(F^{\langle 0\rangle}(\mathrm{b} x)\right) x\right) \mathrm{e}=(\lambda x . \mathrm{a}(F(\mathrm{~b} x)) x) \mathrm{e}
$$

The reduction from $S$ to $F(\mathrm{be})$ in Example 4.1 can be simulated by: $S^{\langle 2\rangle} \xrightarrow{\epsilon} \mathrm{a}(F(\mathrm{~b} \mathrm{e})) \mathrm{e} \xrightarrow{(\mathrm{a}, 1)} F(\mathrm{~b} \mathrm{e})$.

The following lemma states that a sufficiently long reduction sequence must contain a certain number of unfoldings.

Lemma 4.1: Suppose $\left(S^{\ell_{0}}, \emptyset\right){ }^{w}{ }_{\mathcal{G}}(t, \prec)$. If $|w|>$ $\exp _{\operatorname{ord}(\mathcal{G})-1}\left(B_{\mathcal{G}}^{m-1}\right)$, then there exist $\ell_{0}, \ell_{1}, \ldots, \ell_{m}$ such that $\ell_{0} \prec \ell_{1} \prec \cdots \prec \ell_{m}$.

Proof: The proof is by contradiction. Suppose that there is no increasing chain $\ell_{0} \prec \ell_{1} \prec \cdots \prec \ell_{m}$ of length $m$. Then, the reduction $S \xrightarrow{w}{ }_{\mathcal{G}} t$ can be simulated by $S^{\langle m-1\rangle} \stackrel{w}{\Longrightarrow} \lambda$ $t^{\prime}$. By Theorem 3.5, $|w| \leq \exp _{\operatorname{ord}(\mathcal{G})-1}\left(\left|S^{\langle m-1\rangle}\right|\right) \leq$ $\exp _{\operatorname{ord}(\mathcal{G})-1}\left(B_{\mathcal{G}}^{m-1}\right)$, hence a contradiction.

The following lemma guarantees that a constant number of unfoldings is actually sufficient to simulate the reduction properties captured by the type system in the previous section.

Lemma 4.2: If $\emptyset \vdash \theta^{\langle m\rangle} t: \tau$ for some $m$, then $\emptyset \vdash \theta^{\left\langle m^{\prime}\right\rangle} t$ : $\tau$ for every $m^{\prime} \geq T_{\mathcal{G}}$.

Proof: By Lemmas 3.8 and 3.10, it suffices to show that $\emptyset \vdash F^{\langle m\rangle}: \tau$ implies $\emptyset \vdash F^{\left\langle m^{\prime}\right\rangle}: \tau$ for every $m^{\prime} \geq T_{\mathcal{G}}$, non-terminal $F$, and type $\tau$. Let $\Gamma^{\langle m\rangle}$ be:

$$
\left\{F: \tau \mid \emptyset \vdash F^{\langle m\rangle}: \tau \text { and } \tau:: \mathcal{N}(F)\right\}
$$

We define $\mathcal{F}$ by:

$$
\mathcal{F}(\Gamma)=\left\{F_{i}: \tau \mid \Gamma^{\prime} \vdash \mathcal{R}\left(F_{i}\right): \tau \text { for some } \Gamma^{\prime} \subseteq \Gamma\right\}
$$

By the definition of $F^{\langle m\rangle}$ and Lemmas 3.8 and 3.10, we have:

$$
\begin{aligned}
& \emptyset \vdash F^{\langle m\rangle}: \tau \\
& \Leftrightarrow\left\{F_{i}: \tau_{i, j} \mid i \in\{1, \ldots, k\}, j \in I_{i}\right\} \vdash \mathcal{R}(F): \tau \text { and } \\
& \quad \emptyset \vdash F_{i}^{\langle m-1\rangle}: \tau_{i, j} \text { for each } i, j \\
& \Leftrightarrow F: \tau \in \mathcal{F}\left(\Gamma^{\langle m-1\rangle}\right) .
\end{aligned}
$$

Thus, we have $\Gamma^{\langle m\rangle}=\mathcal{F}\left(\Gamma^{\langle m-1\rangle}\right)$. Since $\mathcal{F}$ is monotonic, $\Gamma^{\langle m\rangle}$ forms a monotonically-increasing sequence:

$$
\Gamma^{\langle 0\rangle}(=\emptyset) \subseteq \Gamma^{\langle 1\rangle} \subseteq \cdots \subseteq \Gamma^{\left\langle T_{\mathcal{G}}\right\rangle} \subseteq \cdots
$$

Since $\left|\Gamma^{\langle m\rangle}\right| \leq T_{\mathcal{G}}$, it must be the case that $\Gamma^{\langle k\rangle}=\Gamma^{\langle k+1\rangle}$ for some $k \leq T_{\mathcal{G}}$. By the condition $\Gamma^{\langle m\rangle}=\mathcal{F}\left(\Gamma^{\langle m-1\rangle}\right)$, we have $\Gamma^{\langle m\rangle}=\mathcal{F}^{m-k}\left(\Gamma^{\langle k\rangle}\right)=\mathcal{F}^{m-k}\left(\Gamma^{\langle k+1\rangle}\right)=\Gamma^{\langle m+1\rangle}$ for every $m \geq T_{\mathcal{G}}$. Thus, we have $\Gamma^{\langle m\rangle} \subseteq \Gamma^{\left\langle T_{\mathcal{G}}\right\rangle}$ for every $m \geq 0$, which completes the proof.

We are now ready to prove the main theorem. Since the proof uses heavy notations, while reading the proof, the reader may wish to consult Example 4.3, which provides examples of the constructions.

Proof of Theorem 2.1: Let $c_{1}$ and $c_{2}$ be as given at the beginning of this section. Assume that $S \xlongequal{w} \mathcal{G}$ e for some $w$ such that $|w|>\exp _{\operatorname{ord}(\mathcal{G})-1}\left(c_{1}\right)=\exp _{\operatorname{ord}(\mathcal{G})-1}\left(B_{\mathcal{G}}^{T_{\mathcal{G}}}\right)$. By the assumption, we have an extended reduction sequence $\left(S^{\ell_{0}}, \emptyset\right) \xrightarrow[\mathcal{G}]{ }(\mathrm{e}, \prec)$ for some $\ell$ and $\prec$. By Lemma 4.1, there is at least one increasing sequence:

$$
\ell_{0} \prec \ell_{1} \prec \cdots \prec \ell_{T_{\mathcal{G}}+1} .
$$

Choose such an increasing sequence with $\ell_{T_{\mathcal{G}}+1}$ introduced in the earliest step of the reduction sequence (so that there are no $\ell_{1}^{\prime}, \ldots, \ell_{T_{\mathcal{G}}+1}^{\prime}$ such that $\ell_{0} \prec \ell_{1}^{\prime} \prec \cdots \prec \ell_{T_{\mathcal{G}}+1}^{\prime}$ and $\ell_{T_{\mathcal{G}}+1}^{\prime}$ is introduced earlier than $\ell_{T_{\mathcal{G}}+1}$ ).

By definition, the reduction sequence $\left(S^{\ell_{0}}, \emptyset\right) \xrightarrow{w}(\mathrm{e}, \prec)$ is of the form:

$$
\begin{align*}
& \left(F_{j_{T_{\mathcal{G}}}}^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}}, \prec{ }_{T_{\mathcal{G}}}\right) \stackrel{u_{T_{\mathcal{G}}+1}}{\Longrightarrow} \mathcal{G}(\mathrm{e}, \prec) \tag{*}
\end{align*}
$$

where $S=F_{j_{0}}$. By replacing $F_{j_{0}}$ in the reduction sequence with $F_{j_{0}}{ }^{\left\langle 2 T_{\mathcal{G}}\right\rangle}$ and appropriately labeling subterms, we obtain the reduction sequence:
$t_{0}^{\ell_{0}} \stackrel{u}{l}_{\Longrightarrow}\left(t_{1}\right)^{\ell_{1}} \widetilde{s_{1}^{\prime}} \stackrel{u_{2}}{\Longrightarrow} \cdots{\stackrel{u_{\mathcal{G}}}{\Longrightarrow}}_{\lambda}\left(t_{T_{\mathcal{G}}}\right)^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}^{\prime}} \stackrel{u^{\prime}}{\Longrightarrow}{ }_{\lambda} \mathrm{e}$
where:

- $\widetilde{s_{i}^{\prime}}$ is the sequence of terms obtained from $\widetilde{s_{i}}$ by replacing each non-terminal $F_{j}^{r}$ with $F_{j}{ }^{\left\langle 2 T_{\mathcal{G}}-\operatorname{depth}_{\prec}(r)\right\rangle}$; and
- $t_{i}$ is the term obtained from $F_{j_{i}}{ }^{\left\langle 2 T_{\mathcal{G}}-i\right\rangle}$, by labeling each subterm $F_{j_{m}}{ }^{\left\langle 2 T_{\mathcal{G}}-m\right\rangle}$ (where $i<m \leq T_{\mathcal{G}}$ ) with $\ell_{m}$.
Note that the reduction $\xlongequal{u_{i}}{ }_{\mathcal{G}}$ has been replaced by $\xlongequal{u_{i}}{ }_{\lambda}$. Except the last step, the replacement is justified by the fact that each non-terminal is unfolded at most $T_{\mathcal{G}}$ times in the original reduction sequence from $S\left(=F_{j_{0}}\right)$ to $F_{j_{T_{\mathcal{G}}}}^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}}$. As for the last step $\left(t_{T_{\mathcal{G}}}\right)^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}^{\prime}} \xlongequal{u^{\prime}}{ }_{\lambda} \mathrm{e}$, from $F_{j_{T_{\mathcal{G}}}}^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}} \stackrel{u^{\mathcal{G}}}{ } \stackrel{u_{\mathcal{G}_{\mathcal{G}}+1}}{\Longrightarrow} \mathcal{G}$ e, we
 we have $\emptyset \vdash \theta^{\langle m\rangle}\left(F_{j_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}}\right)$ : r. By Lemma 4.2, we obtain $\emptyset \vdash\left(t_{T_{\mathcal{G}}}\right) \widetilde{s_{T_{\mathcal{G}}}^{\prime}}: \mathbf{r}$ (where all the labels are removed in the two typings above); note that $\left(t_{T_{\mathcal{G}}}\right) \widetilde{s_{T_{\mathcal{G}}}^{\prime}}$ has been obtained by replacing each non-terminal $F$ in $F_{j_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}}$ with $F^{\langle k\rangle}$ for some $k \geq T_{\mathcal{G}}$. Thus, by using Theorem 3.7 again, we obtain $\left(t_{T_{\mathcal{G}}}\right)^{\ell_{T_{\mathcal{G}}}} \widetilde{s_{T_{\mathcal{G}}}^{\prime}} \stackrel{u^{\prime}}{\Longrightarrow} \mathrm{e}_{\lambda}$ for some $u^{\prime}$ as required.

Now, by applying Lemma 3.11 repeatedly to the reduction sequence ( ${ }^{* *}$ ) (in the backward direction), we obtain:

$$
\Gamma_{T_{\mathcal{G}}}\left(=\left\{\ell_{T_{\mathcal{G}}}: \tau_{T_{\mathcal{G}}}\right\}\right), \ldots, \Gamma_{1}, \Gamma_{0}
$$

such that:

$$
\Gamma_{i} \vdash\left(t_{i}\right)^{\ell_{i}} \widetilde{s_{i}^{\prime}}: \mathbf{r} \text { for each } i \in\left\{0, \ldots, T_{\mathcal{G}}\right\}
$$

$\left(\Gamma_{i}\right)_{\mathbf{V}}=\emptyset$ for each $i \in\left\{0, \ldots, T_{\mathcal{G}}\right\}$
$\ell_{j}: \tau_{j} \in \Gamma_{i}$ for every $i, j$ such that $0 \leq i \leq j \leq T_{\mathcal{G}}$,
where $\tau_{i}$ is the type of $t_{i}^{\ell_{i}}$ used to derive $\Gamma_{i} \vdash\left(t_{i}\right)^{\ell_{i}} \widetilde{s_{i}^{\prime}}: \mathbf{r}$.
By the pigeonhole principle, there must be duplicated occurrences of the same type binding in:

$$
S\left(=F_{j_{0}}\right): \tau_{0}, F_{j_{1}}: \tau_{1}, \ldots, F_{j_{T_{\mathcal{G}}}}: \tau_{T_{\mathcal{G}}}
$$

That is, there exist $i_{1}$ and $i_{2}\left(\in\left\{0, \ldots, T_{\mathcal{G}}\right\}\right)$ such that $j_{i_{1}}=$ $j_{i_{2}}$ and $\tau_{i_{1}}=\tau_{i_{2}}$. Let $F=F_{j_{i_{1}}}$ and $\tau=\tau_{i_{1}}=\sigma_{1} \rightarrow \cdots \rightarrow$ $\sigma_{k} \rightarrow \mathbf{r}$. Then, we have: $\Gamma, \ell_{i_{2}}: \tau \vdash t_{i_{1}}: \tau$ for some $\Gamma$ such that $\Gamma_{\mathbf{V}}=\emptyset$. By Theorem 3.6, for all $s_{1}, \ldots, s_{k}$ such that $\emptyset \vdash s_{i}: \sigma_{i}$ for each $i \in\{1, \ldots, k\}$, there exist $s_{1}^{\prime}, \ldots, s_{k}^{\prime}, w^{\prime}$ such that

$$
t_{i_{1}} s_{1} \cdots s_{k} \stackrel{w^{\prime}}{\Longrightarrow} t_{i_{2}}^{\ell_{i_{2}}} s_{1}^{\prime} \cdots s_{k}^{\prime}
$$

and $\emptyset \vdash s_{i}^{\prime}: \sigma_{i}$ for each $i \in\{1, \ldots, k\}$. By removing labels, we obtain

$$
F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle} s_{1} \cdots s_{k}{ }^{w^{\prime}} F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} s_{1}^{\prime} \cdots s_{k}^{\prime}
$$

Therefore, we have $\widetilde{s_{1}^{\prime}}, \ldots, \widetilde{s_{m}^{\prime}}$ such that:

$$
\begin{aligned}
& S^{\left\langle 2 T_{\mathcal{G}}\right\rangle} \stackrel{w_{1}}{\Longrightarrow} \lambda F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle} \widetilde{s_{1}^{\prime}} \\
& F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle} \widetilde{s_{1}^{\prime} \stackrel{w_{2}}{\Longrightarrow}}{ }_{\lambda} F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} \widetilde{s_{2}^{\prime}} \\
& \ldots \\
& F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle} \widetilde{s_{m-1}^{\prime}} \stackrel{w_{m}}{\Longrightarrow} F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} \widetilde{s_{m}^{\prime}} \\
& \emptyset \vdash F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} \widetilde{s_{m}^{\prime}}: \mathbf{r} \text { (for every } m \geq 1 \text { ). }
\end{aligned}
$$

From the last condition and Theorem 3.7, we also have $F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} \widetilde{s_{m}^{\prime}} \stackrel{v_{m}}{\Longrightarrow}{ }_{\lambda}$ e for some $v_{m}$. Thus, we can construct the corresponding reduction sequence of $\mathcal{G}$ :

$$
S{\stackrel{w_{1}}{\mathcal{G}}} F \widetilde{s_{1}}{\stackrel{w_{2}}{\mathcal{G}}} F \widetilde{s_{2}}{\stackrel{w_{3}}{\Longrightarrow}}_{\mathcal{G}} \cdots{\stackrel{w_{m}}{\mathcal{G}}} F \widetilde{s_{m}} \stackrel{v_{m}}{\Longrightarrow} \mathrm{G} .
$$

By Lemma 4.2, we can assume that the depth of unfoldings of $F$ in the last step $F \widetilde{s_{m}} \xrightarrow{v_{m}} \mathcal{G}$ e is at most $T_{\mathcal{G}}$. Thus, if $m_{2} \geq m_{1}+c_{2}=m_{1}+T_{\mathcal{G}}+1$, then $F \widetilde{s_{m_{1}}} \stackrel{v_{m_{1}}}{\Longrightarrow} \mathrm{e}$ and $F \widetilde{s_{m_{1}}} \stackrel{w_{m_{1}+1}}{\Longrightarrow} \mathcal{G} \cdots \xrightarrow{w_{m_{2}}} \mathcal{G} \quad F \widetilde{s_{m_{2}}} \xrightarrow{v_{m_{2}}} \mathcal{G}$ e must be different reduction sequences; thus, we have $w_{1} \cdots w_{m_{1}} v_{m_{1}} \neq$ $w_{1} \cdots w_{m_{2}} v_{m_{2}}$.

Finally, to bound $\left|w_{1} \cdots w_{m} v_{m}\right|$, we construct terms $t_{i}^{\prime}(0 \leq$ $i \leq m)$ by:

- $t_{m}^{\prime}=F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle}$; and
- $t_{i}^{\prime}(0 \leq i \leq m-1)$ is the term obtained from $F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}$ by replacing the (single) occurrence of $F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle}$ corresponding to the head of $F^{\left\langle 2 T_{\mathcal{G}}-i_{2}\right\rangle} \widetilde{s_{i+1}^{\prime}}$, with $t_{i+1}^{\prime}$.
Then, we have:

$$
t_{0}^{\prime} \stackrel{w_{1}}{\Longrightarrow} t_{1}^{\prime} \widetilde{s}_{1}^{\prime \prime}{\stackrel{w_{2}}{\Longrightarrow}}_{\lambda} t_{2}^{\prime} \widetilde{s}_{2}^{\prime \prime}{\stackrel{w_{3}}{\Longrightarrow}}_{\lambda} \cdots{\stackrel{w_{m}}{\Longrightarrow}}_{\lambda} t_{m}^{\prime} \widetilde{s_{m}^{\prime \prime}}{ }^{v_{m}}{ }_{\lambda} \mathrm{e}
$$

for some $\widetilde{s_{1}^{\prime \prime}}, \ldots, \widetilde{s_{m}^{\prime \prime}}$. The size $\left|t_{0}^{\prime}\right|$ is estimated by:

$$
\begin{aligned}
\left|t_{0}^{\prime}\right| & \leq\left|F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}\right|+\left|t_{1}^{\prime}\right| \\
& \leq\left|F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}\right|+\left|F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}\right|+\left|t_{2}^{\prime}\right| \leq \ldots \\
& \leq m\left|F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}\right|+\left|t_{m}^{\prime}\right|=(m+1)\left|F^{\left\langle 2 T_{\mathcal{G}}-i_{1}\right\rangle}\right| \\
& \leq(m+1) B_{\mathcal{G}}^{2 T_{\mathcal{G}}}=(m+1) c_{1}^{2}
\end{aligned}
$$

Therefore, by Theorem 3.5, we have

$$
\left|w_{1} \cdots w_{m} v_{m}\right| \leq \exp _{n-1}\left((m+1) c_{1}^{2}\right)
$$

as required.
Example 4.3: We demonstrate the constructions in the proof above for $\mathcal{G}_{2}$ in Example 2.2. For the sake of simplicity, we treat $T_{\mathcal{G}_{2}}$ as if it were 2 . The non-terminal $T w o$ is abbreviated to $T$ below. Consider $w=(\mathrm{a}, 1)(\mathrm{a}, 2)(\mathrm{b}, 1)^{2}$, and the following reduction sequence that generates it:

$$
\begin{aligned}
& \left(S^{\ell_{0}}, \emptyset\right) \xrightarrow{\epsilon} \mathcal{G}_{2}\left(F^{\ell_{1}} \mathrm{~b}, \prec_{1}\right) \stackrel{\epsilon}{\Longrightarrow} \mathcal{G}_{2} \\
& \left(\mathrm{a}\left(F^{\ell_{2}}\left(T^{\ell_{2}} \mathrm{~b}\right)\right)(\mathrm{be}), \prec_{2}\right) \xrightarrow{(\mathrm{a}, 1)} \mathcal{G}_{2}\left(F^{\ell_{2}}\left(T^{\ell_{2}} \mathrm{~b}\right), \prec_{2}\right) \stackrel{\epsilon}{\Longrightarrow} \mathcal{G}_{2} \\
& \left(\mathrm{a}\left(F^{\ell_{3}}\left(T^{\ell_{3}}\left(T^{\ell_{2}} \mathrm{~b}\right)\right)\right)\left(T^{\ell_{2}} \mathrm{be}\right), \prec_{3}\right) \xrightarrow{(\mathrm{a}, 2)} \mathcal{G}_{2} \\
& \left(T^{\ell_{2}} \mathrm{be}, \prec_{3}\right) \stackrel{(\mathrm{b}, 1)^{2}}{\Longrightarrow} \mathcal{G}_{2}\left(\mathrm{e}, \prec_{4}\right) .
\end{aligned}
$$

The above sequence is simulated by the following reduction sequence:

$$
\left(t_{0}^{\ell_{0}}, \emptyset\right) \stackrel{\epsilon}{\Longrightarrow}\left(t_{1}^{\ell_{1}} \mathrm{~b}, \prec_{1}\right) \stackrel{(\mathrm{a}, 1)}{\Longrightarrow}\left(t_{2}^{\ell_{2}}\left(T^{\langle 2\rangle} \mathrm{b}\right), \prec_{2}\right){\stackrel{u^{\prime}}{\Longrightarrow}}_{\lambda}\left(\mathrm{e}, \prec_{4}\right) .
$$

Here, $t_{0}, t_{1}$, and $t_{2}$ are:

$$
t_{2}=F^{\langle 2\rangle} \quad t_{1}=\lambda f \cdot \mathrm{a}\left(t_{2}^{\ell_{2}}\left(T^{\langle 2\rangle} f\right)\right)(f \mathrm{e}) \quad t_{0}=t_{1}^{\ell_{1}} \mathrm{~b}
$$

Note that except labels, $t_{i}$ is identical to $F_{j_{i}}{ }^{\langle 4-i\rangle}$ where $F_{j_{i}}$ is $S$ or $F$. In particular, $t_{0}$ is the same as $S^{\langle 4\rangle}$. The label $u^{\prime}$ for the last step can be either $(\mathrm{a}, 2)(\mathrm{b}, 1)^{2}$ or $(\mathrm{a}, 1)(\mathrm{a}, 2)(\mathrm{b}, 1)^{4}$; whichever is fine for the construction below.

By applying Lemma 3.11 repeatedly to the sequence above in the backward direction, we obtain:

$$
\begin{aligned}
& \ell_{2}: \tau \vdash t_{2}^{\ell_{2}}\left(T^{\langle 2\rangle} \mathrm{b}\right): \mathbf{r} \quad \ell_{1}: \tau, \ell_{2}: \tau \vdash t_{1}^{\ell_{1}} \mathrm{~b}: \mathbf{r} \\
& \ell_{0}: \mathbf{r}, \ell_{1}: \tau, \ell_{2}: \tau \vdash t_{0}^{\ell_{0}}: \mathbf{r}
\end{aligned}
$$

for $\tau=(\mathbf{r} \rightarrow \mathbf{r}) \rightarrow \mathbf{r}$. By Theorem 3.6 and $\ell_{1}: \tau, \ell_{2}: \tau \vdash$ $t_{1}^{\ell_{1}} \mathrm{~b}: \mathbf{r}$, for every $s$ such that $\emptyset \vdash s: \mathbf{r} \rightarrow \mathbf{r}$, there exists $s^{\prime}$ such that $t_{1} s \xrightarrow{w^{\prime}} t_{2}^{\ell_{2}} s^{\prime}$ and $\emptyset \vdash s^{\prime}: \mathbf{r} \rightarrow \mathbf{r}$. By removing the labels, we obtain:

$$
F^{\langle 3\rangle} s \stackrel{w^{\prime}}{\Longrightarrow} F_{\lambda} F^{\langle 2\rangle} s^{\prime}
$$

Thus, we have $s_{1}^{\prime}(=\mathrm{b}), s_{2}^{\prime}\left(=T^{\langle 2\rangle} \mathrm{b}\right), s_{3}^{\prime}, \ldots, s_{m}^{\prime}$ and $w_{1}(=$ $\epsilon), w_{2}(=(\mathrm{a}, 1)), w_{3}, \ldots, w_{m}$ such that:

$$
\begin{aligned}
& S^{\langle 4\rangle} \stackrel{w_{1}}{\Longrightarrow}{ }_{\lambda} F^{\langle 3\rangle} s_{1}^{\prime} \xrightarrow{w_{2}}{ }_{\lambda} F^{\langle 2\rangle} s_{2}^{\prime} \\
& F^{\langle 3\rangle} s_{2}^{\prime}{ }^{w_{3}}{ }_{\lambda} F^{\langle 2\rangle} s_{3}^{\prime} \quad \cdots \quad F^{\langle 3\rangle} s_{m-1}^{\prime} \xlongequal{w_{m}}{ }_{\lambda} F^{\langle 2\rangle} s_{m}^{\prime} \\
& \emptyset \vdash F^{\langle 2\rangle} s_{m}^{\prime}: \mathbf{r}
\end{aligned}
$$

From the last condition and Theorem 3.7, we also have $F^{\langle 2\rangle} s_{m}^{\prime} \xrightarrow{v_{m}} \lambda$ e for some $v_{m}$. Thus, we can construct the corresponding reduction sequence:

$$
S \stackrel{w_{1}}{\Longrightarrow} \mathcal{G}_{2} F s_{1} \stackrel{w_{2}}{\Longrightarrow} \mathcal{G}_{2} F s_{2}{\stackrel{w_{3}}{\Longrightarrow}}_{\mathcal{G}_{2}} \cdots \stackrel{w_{m}}{\Longrightarrow} \mathcal{G}_{2} F s_{m} \stackrel{v_{m}}{\Longrightarrow} \mathcal{G}_{2} \text { e. }
$$

To bound $\left|w_{1} \cdots w_{m} v_{m}\right|$, let $t_{i}^{\prime}(0 \leq i \leq m)$ be:

$$
\begin{aligned}
& t_{m}^{\prime}=F^{\langle 2\rangle} \quad t_{0}^{\prime}=t_{1}^{\prime} \mathrm{b} \\
& t_{i}^{\prime}=\lambda f \cdot \mathrm{a}\left(t_{i+1}^{\prime}\left(T^{\langle 2\rangle} f\right)\right)(f \mathrm{e})(\text { for each } i \in\{1, \ldots, m-1\})
\end{aligned}
$$

Then we have

$$
t_{0}^{\prime}{\stackrel{w_{1}}{\Longrightarrow}}_{\lambda} t_{1}^{\prime} s_{1}^{\prime \prime}{ }_{w_{2}}^{\Longrightarrow} t_{2}^{\prime} s_{2}^{\prime \prime}{ }_{w_{3}}^{\Longrightarrow} \cdots{\stackrel{w_{m}}{\Longrightarrow}}_{\lambda} t_{m}^{\prime} s_{m}^{\prime \prime} \stackrel{v_{m}}{\Longrightarrow} \mathrm{e}_{\lambda}
$$

and the size $\left|t_{0}^{\prime}\right|$ is bounded by $m \times \mid \lambda f$.a $\left(F\left(T^{\langle 2\rangle} f\right)\right)(f \mathrm{e}) \mid+$ $\left|t_{m}^{\prime}\right|<(m+1) B_{\mathcal{G}_{2}}^{3}$. Thus, by Theorem 3.5, we have a required bound for $\left|w_{1} \cdots w_{m} v_{m}\right|$.

## V. Related Work

As mentioned in Section I, higher-order grammars have been actively studied [1], [4], [23], [5], [3], [2] but there are not so many results on pumping lemmas. Hayashi [10] proved a pumping lemma for indexed languages (which correspond to order-2 HORS for word languages). Our pumping lemma (Theorem 2.1) is weaker than Hayashi's lemma for the order-2 case, in that ours does not state the strict increase of the length $\left|w_{1} \cdots w_{m} v_{m} \uparrow_{\mathrm{br}}\right|$. Because of this weakness, Theorem 2.1 cannot be used to separate the classes of word languages generated by HORS (recall Remark 2.1). Strengthening Theorem 2.1 is left for future work.

Kartzow and Parys [24], [13], [25], [26] have recently shown pumping lemmas for higher-order pushdown automata, and proved various properties of (collapsible) higher-order pushdown automata. ${ }^{5}$ The present paper is closest to [13],

[^3]and provides an alternative proof of the main result of [13]. As mentioned in Section I, their reasoning is for collapsible higher-order pushdown automata (CPDA) rather than for grammars, and complex probably partly due to the complexity of CPDA. They also use the notion of types for capturing certain properties of configurations of CPDA, but the correspondence between their notion of types and ours is unclear and worthy of further investigation.

Damm [1] showed that the classes of word languages generated by higher-order grammars form an infinite hierarchy. More precisely, he considered two hierarchies of word languages, $I O_{n}$ and $O I_{n}$, and showed $I O_{n} \subsetneq I O_{n+1}$ and $O I_{n} \subsetneq O I_{2 n+1} . O I_{n}$ corresponds to the word languages generated by order- $n$ safe HORS [4]. He used a complexity measure of languages called the rational index instead of a pumping lemma. ${ }^{6}$ Damm's technique can actually be used to show that the classes of word languages generated by (unsafe) HORS form an infinite hierarchy (but it is not strong enough to show that the hierarchy is strict in the sense that there is a word language that is generated by an order- $(n+1)$ HORS but not by any order- $n$ HORS).

Our intersection type system is non-standard in the sense that weakening is disallowed but contraction (or, the idempotency of intersection types) is allowed, while previous standard intersection type systems [28], [29], [30] either allow or disallow both. The need for disallowing weakening is clear from the example at the beginning of Section III. The idempotency of intersection types is required to ensure that the number of possible intersection types for each non-terminal is finite.

## VI. CONCLUSION

We have shown a pumping lemma for higher-order recursion schemes, by using a novel intersection type system for the $\lambda$-calculus to reason about reductions. Our proof is arguably much simpler than Kartzow and Parys's proof for the pumping lemma for collapsible pushdown automata.
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[^0]:    ${ }^{1}$ This does not lose generality, since any other symbol $a$ of arity 0 can be expressed by $a^{\prime}(\mathrm{e})$, where $a^{\prime}$ is a new symbol of arity 1 .
    ${ }^{2}$ We use the term "sorts" instead of "types" to avoid confusion with intersection types introduced later.

[^1]:    ${ }^{3}$ By the assumption that $\mathcal{R}(F)$ is in $\beta$-normal form, it is equivalent to $\max \left(\left\{\operatorname{ord}_{\mathcal{N}}(\mathcal{R}(F)) \mid F \in \operatorname{dom}(\mathcal{N})\right\}\right)$.

[^2]:    ${ }^{4}$ Actually $\mathbf{R}(t)=\mathbf{R}(u)$ holds, but we only need $\mathbf{R}(t) \leq \mathbf{R}(u)$ below.

[^3]:    ${ }^{5}$ In prior to their work, Blumensath [27] presented a pumping lemma for higher-order pushdown automata, but his proof contained a flaw [25].

[^4]:    ${ }^{6} \mathrm{He}$ writes: "We note, that an approach to the hierarchy question ... would require the proof of (some sort of) pumping lemmata ..., which seem to be extremely hard to prove." [1].

